Evidence for cascade overlap and grain boundary enhanced amorphization in silicon carbide irradiated with Kr ions
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Abstract

Evolution of amorphous domains in silicon carbide with 1 MeV Kr\textsuperscript{2+} irradiation is investigated using high-resolution transmission electron microscopy and simulations. An unusual morphology of highly curved crystalline/amorphous boundaries is observed in the images, which is identified as a result of cascade overlap and reproduced by a coarse-grained model informed by atomistic simulations. Comparison of local amorphization fractions near grain boundaries and within grain interiors provides experimental evidence for the interstitial starvation mechanism in SiC for the first time. As a competing effect to defect sinks, interstitial starvation increases the rate of local amorphization near grain boundaries and reduces the radiation resistance of nanocrystalline silicon carbide.
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1. Introduction

Silicon carbide (SiC) has attracted considerable attention in the nuclear industry because of its outstanding properties, such as high-temperature stability, chemical inertness, high thermal conductivity and low neutron absorption cross-section [1]. In order to meet the reliability requirements during long-term service in a nuclear reactor, a material must be highly resistant to radiation damage. This is because radiation creates numerous point defects and defect clusters that accumulate and lead to the degradation of the material properties [2]. One of the responses of SiC to irradiation is radiation-induced amorphization (RIA) [3]. RIA reduces the hardness, elastic modulus and thermal conductivity of SiC and is accompanied by swelling of the material [4-6].

The mechanism for RIA in SiC has been extensively studied by both experimental and theoretical approaches [7-13]. Amorphization can proceed either homogeneously or heterogeneously [3]. In homogeneous amorphization, point defects accumulate progressively in the system until crystalline order
is lost. This process is sometimes modeled as involving point defects raising the energy of the system until a critical energy density is reached, at which point the system transforms to a more stable amorphous state spontaneously [14]. For heterogeneous amorphization, several possible mechanisms have been proposed, including cascade overlap, direct impact/defect stimulated growth (DI/DS) at crystalline/amorphous (c/a) boundaries and a nucleation and growth model. The cascade overlap model assumes that irradiation produces regions of high defect concentration, i.e., displacement cascades, and the overlap of these cascades leads to localized amorphization. In contrast, in the DI/DS model, local disordered regions are formed directly by the incident particles and further growth at c/a interfaces is stimulated by the diffusion of generated defects. The amorphous phase may also nucleate and grow near extended defects, such as dislocations and grain boundaries. Experimentally, the amorphization fraction of SiC by ion irradiation has been measured as a function of irradiation dose [7-10]. The amorphization fraction – irradiation dose curve has a sigmoidal-like shape, which is consistent with all three mechanisms mentioned above. Molecular dynamics (MD) simulations have revealed that the completely amorphous state can be reached after generating a number of 10 keV Si or C atom recoils in a SiC crystal, which implies that an overlap of the displacement cascades may lead to the final c-a transition [12, 15]. However, MD simulations also found the formation of nanoscale amorphous domains after a direct impact of 50 keV Au ions with SiC, suggesting that direct amorphization is also a possible mechanism for heavier irradiation ions [13].

Despite many studies dedicated to this topic, a complete understanding of the microscopic mechanism governing the c-a transition remains elusive, as the detailed amorphization process is likely to depend on the irradiation species, their energy, the sample temperature and the nano/microstructure of the SiC. Moreover, these effects are not necessarily independent of each other. Of particular interest is to understand how the specific amorphization mechanism is affected by the presence of grain boundaries (GBs). This interest is driven by recent efforts devoted to improving radiation tolerance by refining the grain size of SiC to the nanometer regime [16-21]. Nanocrystalline (nc) materials have a high volume fraction of GBs, which act as sinks for point defects generated during irradiation [22]. As a result one can expect nc materials to be more efficient at annealing radiation-induced damage. Indeed experiments found that nc SiC showed a higher dose to amorphization than single crystal SiC irradiated with high energy electron and Si ions [16, 17]. Interestingly, however, reduction in radiation resistance of SiC due to grain refinement was also reported based on several irradiation experiments using 1 MeV Si, 2 MeV Au and 1 MeV Kr ions [18, 20, 21]. What is particularly puzzling is that the same low pressure chemical vapor deposited (LPCVD) nc SiC was used in Refs. [16] and [17] (showing improved resistance to amorphization) and in Ref. [21] (showing a decreased resistance). It appears that the answer to the question whether nc covalent ceramics have superior or inferior resistance depends not only on the
nano/microstructural features (GBs, stacking faults, dislocation density, etc.), but also on the irradiation type. A summary of experimental results on the effects of radiation type and temperature on RIA in SiC can be found in Ref. [21]. The seemingly contradictory effects of grain refinement on resistance to amorphization reported in the literature also imply that GBs may play multiple roles in amorphization and general radiation damage process. Understanding the complex nature of RIA is important for utilizing nano-engineering to design materials with superior radiation resistance.

High-resolution transmission electron microscopy (HRTEM) provides insight into the role of GBs in RIA, since HRTEM can be used for direct observation of the evolution of nano/microstructural features during irradiation. For instance, Ishimaru et al. used in situ HRTEM to observe structural changes during electron irradiation of 3C-SiC with nanolayered planar defects [23]. It was shown that after receiving the same dose, GBs were highly damaged and disordered while the intragranular regions on both sides of the GB maintained crystalline order. This result suggested that irradiation-induced defects were preferentially trapped at GBs, driving amorphization in that region. For ion irradiation, Snead et al. analyzed the shape and orientation of the amorphized areas in single crystal 3C-SiC implanted with 0.56 MeV Si\(^+\) [24]. Amorphous islands (or amorphous pockets), typically 10 nm in width and more than 30 nm in length, were formed in the region beyond the damage peak where the sample was only partially amorphized. These pockets had an elongated shape with the major axis aligned parallel to the surface of the specimen, regardless of the direction of the incident ion. The authors hypothesized that the orientation preference was either due to the strain field introduced by the amorphization or the free surface of the sample. However, the effects of microstructure (e.g., GBs) during the ion irradiation were not investigated.

In the present study, we use HRTEM to investigate the morphology of amorphous regions in polycrystalline 3C-SiC irradiated with Kr ions and to determine the role that GBs play in RIA. An unusual morphology with a very fine structure of highly curved c/a boundaries is found in the partially amorphized sample. To understand how such morphology can arise, we have developed a coarse-grained model for damage evolution, which reproduces the experimental observations based on the combined effects of cascade overlap and the two-dimensional projection inherent to HRETM. By comparing the c/a morphologies at GBs and within the grain interiors, the complex effects of GBs on the amorphization process are investigated. Our analysis is enabled by development of a new algorithm for automatic identification of the amorphous regions in HRTEM images. Our analysis demonstrates the existence of the “interstitial starvation” in SiC, which proposes that preferential annihilation of interstitials at the GBs leaves behind excess vacancies that lead to amorphization. This mechanism was previously only postulated to occur in SiC based on simulations [25]. The influence of the dual role of GBs as sinks for point defects and as a source for interstitial starvation on the radiation resistant of nanocrystalline material is also discussed.
2. Experiment

To obtain partially amorphous SiC samples, *in-situ* Kr$^{2+}$ irradiation was conducted using the IVEM-Tandem facility at the Argonne National Laboratory. The TEM samples were prepared from polycrystalline CVD 3C-SiC sourced from Rohm & Hass with grain sizes ranging from 1 μm to 5 μm. The ion beam energy was 1 MeV and the flux was $6.25 \times 10^{11}$ ions/cm$^2$.s. The irradiation temperature was measured by a thermocouple within the heated specimen stage and the temperature was controlled at 100°C, which is below the RIA critical temperature in SiC. During irradiation, electron diffraction patterns of the sample were recorded periodically and were used to determine the degree of crystallinity of the sample. The sample was regarded as fully amorphous when diffraction spots disappeared and only diffuse rings remained. The irradiation fluence for complete amorphization was $1.30 \times 10^{15}$ ions/cm$^2$, corresponding to a dose of 1.35 dpa (displacement per atom). Another sample was then irradiated to half of the dose to amorphization (0.675 dpa) and therefore was considered partially amorphous. SRIM (“Stopping and Range of Ions in Matter”) code was used to calculate the number of displacements per incident Kr ion as a function of specimen depth, and the average displacement number within the sample thickness was used to convert the fluence to dose in dpa [26]. Detailed settings for SRIM calculation are described in section 3.1. For additional thinning, the partially amorphous sample was ion milled on both sides with Fischione 1050 set at 600 V for 15 minutes after the irradiation. Detailed procedures for sample preparation and irradiation experiment can be found in Refs. [17] and [21].

*Ex-situ* HRTEM images were taken using FEI Tecnai F30 microscope operated at 300 kV using the twin pole piece and with objective aperture radius of 47.3 mrad. Fig. 1 shows typical HRTEM images of an unirradiated sample and a sample that received half of the dose to amorphization. The insets show the corresponding selected area diffraction patterns (SADP). For the unirradiated sample, the HRTEM image has clearly visible columns of atoms (or lattice fringes) in the entire area of the image and the SADP shows only sharp crystalline diffraction spots. In the image of the partially amorphous sample, amorphous domains of mottled contrast are mixed with crystalline domains with periodic lattice fringes and the SADP contains diffuse rings indicative of amorphous material in addition to crystalline spots.

In order to quantify the c/a fractions and boundaries, we have developed an automated analysis method that is free from observer bias to distinguish consistently the amorphous and crystalline regions in all HRTEM images. The procedure consists of three steps, which are illustrated in Figs. 2 - 4, respectively. In Step I, we Fourier filter the image, retain only the crystalline spots in the Fourier transform and then do the inverse Fourier transform (Fig. 2). The goal of this Fourier filtering step is to preserve the intensity of the crystalline part of the image while eliminating the intensity of the amorphous part. In Step II, we calculate the local standard deviation of the filtered intensity. The filtered image is divided into small
squares and the intensity standard deviation of each small square is calculated. The standard deviation value is then interpreted as an index for the crystallinity. For a square located in an amorphous region, the distribution of pixel intensity is unimodal (Fig. 3b) and the standard deviation is low. However, for a square in a crystalline area with lattice fringes, the intensity distribution is bimodal because lattice fringes consist of both bright and dark strips (Fig. 3c) and therefore the standard deviation is high. It is worth noting that the square must be large enough to cover at least one dark and one bright lattice fringe otherwise the brightness distribution of the crystalline square will not be bimodal. We used squares 11 pixels to 14 pixels (corresponding to 2.5 to 3.2 Å) on a side, depending on the magnification and the lattice spacing of the HRTEM images. In step III, we select a standard deviation threshold (SDth) that distinguishes crystalline and amorphous regions. This is achieved by fitting the histogram of standard deviation values to the sum of two Gaussian functions, one for the amorphous contribution and the other for the crystalline contribution, using Nelder-Mead non-linear iterative fitting method. For all the HRTEM images in the following discussion, the χ² test shows the histogram of standard deviation values satisfies the fitted distribution at a 2.5% significance level and the adjusted R² of the fit is above 99%. Fig. 4 shows an example standard deviation fit. The standard deviation threshold is defined as SDth = SD1 + ηth × (SD2 - SD1), where SD1 and SD2 is the peak position of amorphous and crystalline Gaussians respectively. ηth is an adjustable parameter between 0 and 1, so SD1 < SDth < SD2. Image squares with SD > SDth are labeled crystalline while squares with SD < SDth are labeled amorphous. We choose ηth = 0.8 as it gives the best match between the c/a morphology generated by the processing code and human judgment applied to the HRTEM images. The same ηth value is used for processing of all images. Varying ηth from 0.7 to 0.9 results in variation of the amorphization fraction of the images by about 9%, but it does not change the trend of degrees of amorphization between different images, or the general features of the c/a morphology on which our conclusions are based.

To validate the method, one original HRTEM image of the partially amorphous SiC sample is compared with its processed image showing the c/a morphology in Fig. 5. In the HRTEM image (Fig. 5a), the c/a boundary determined by eye is shown by the white dashed lines. In the processed image (Fig. 5b), the white domains are identified as crystalline by the algorithm and the black domains are identified as amorphous. The two morphologies are generally consistent with each other with only a few small discrepancies.

3. Results

3.1 Morphology of the partially amorphous sample

The morphology of the c/a domains offers clues to the mechanisms that govern amorphization. We analyzed a number of HRTEM images taken both near to and away from GBs. Fig. 6a shows a low
magnification bright field image illustrating the types of locations where the HRTEM images were obtained. The black bands within the grains are bend contours. The discontinuity of the bands indicates different crystallographic orientations on both sides of the white dotted lines, which is a GB. SADPs show the beam direction $\mathbf{b}$ is near [011] for the grain on the left (Fig. 6b) and near [1\overline{1}\overline{2}] for the grain on the right (Fig. 6c). The positions where HRTEM images were taken are marked with white squares. To avoid any influence by the GB, the image positions within the grain are at least 100 nm away from the GB. Fig. 7 shows three typical HRTEM images and the corresponding c/a morphologies determined using the automated procedure. One dramatic feature of the morphologies is the irregular shape of the amorphous regions surrounded by winding, highly curved c/a boundaries. Taken at face value, this “dendritic” morphology is surprising. From the perspective of thermodynamics, the c/a boundaries contribute excess interfacial energy to the system, so their total areas should be minimized in order to lower the system energy. This minimization would result in rounded shapes of amorphous domains with smooth, low curvature c/a boundaries (similar to the large amorphous pockets observed in SiC by Snead et al.[24]), not the structure shown in Fig. 7.

The apparent morphology in Fig. 7 is a result of cascade overlap and the two-dimensional projection inherent to HRTEM, which we have demonstrated using a coarse-grained model of the amorphous pocket morphological evolution informed by SRIM and atomistic simulations. SRIM software is used to determine the number of primary knock-on atoms (PKAs) and their energies during irradiation with 1 MeV Kr ions. SRIM is a Monte Carlo simulation toolkit describing the collision process of ions with a target material [26]. In our calculation, the sample thickness is set to 50 nm, based on electron energy loss spectroscopy (EELS) measurement of the TEM sample. According to the experimental Kr ion fluence ($6.5\times10^{14}$ ions/cm$^2$), 14,412 incident Kr ions impact a 47 nm $\times$ 47 nm region (the size of HRTEM image in Fig. 7). The displacement energy of Si and C is set to 35 eV and 21 eV, respectively [14, 16]. SRIM simulations indicate that all Kr ions pass through the sample with only a small amount of energy deposited. This result is not particularly surprising since the range of 1 MeV Kr$^{2+}$ in SiC (the distance traveled by the incident ion before it loses all its kinetic energy to the host material) is about 3.8 $\mu$m, which is much larger than the 50 nm sample thickness. Table 1 lists the number and energy distributions of generated PKAs. It can be seen that the majority of PKAs have very low kinetic energy ($<1$ keV) and less than 1% PKAs have energy larger than 50 keV.

These generated PKAs further collide with atoms in SiC and create displacement cascades. This process has been extensively studied by MD simulations [11, 27, 28]. According to such simulations, low energy PKAs (a few keV or less) are only able to create a few isolated point defects [27]. Medium range energies of PKAs (tens of keV) usually create a so-called collision cascade, which consists of clusters of vacancies, interstitials and antisite defects with a spatial range on the order of nanometers [28]. For PKAs
with higher energy (e.g., 50 keV), simulations reported multiple branches of the cascades, each similar in size to cascades in the medium energy range of PKAs [11]. As discussed in the introduction, MD simulations of Gao et al. found that the irradiated region became completely amorphous after the overlap of 112 cascades of 10 KeV Si or C PKAs [12]. In addition, the direct amorphization mechanism seems to be only important for heavy ions since no such directly amorphized region was found within the cascade of 50 keV Si PKA [13]. As the PKAs in our experiment are either Si or C recoils, the possibility of direct amorphization is not included in our model.

These findings from SRIM and MD simulations are incorporated into a coarse-grain model simulating the evolution of the amorphous domains. In this model, the SiC sample is represented by a three dimensional (3D) square lattice of $217 \times 217 \times 230$ points separated 2.18 Å apart, so the density of lattice points is equal to the atomic density of SiC and the dimension of the matrix is the same as the dimension shown in the HRTEM images (47nm×47nm×50nm). As the exact relation between the PKA energy and the resulting cascade size is currently unknown in SiC, we take the size of a displacement cascade created by a 10 keV PKA as a unit and assume that the effective number of unit cascades for a given PKA is proportional to its energy. For example, a 20 keV PKA creates two unit cascades while a 5 keV PKA creates half of the unit cascade. Therefore, the total PKAs during the Kr$^{2+}$ irradiation would create $7.89 \times 10^4$ unit cascades in the sample. Here only cascades that have PKA energies larger than 1 keV are counted. Even though the low energy PKAs account for a substantial fraction in total PKA population, they only generate a few point defects each. These point defects form a homogeneous background, which is not expected to contribute to the heterogeneous morphological features of the c/a boundary. Based on Gao et al.’s simulations [28], the affected region of a 10 keV displacement cascade (one unit) is approximated as an ellipsoid with semi-principle axes $a=b=2.6$ nm and $c=5.2$ nm, where the $c$ axis is parallel to the incident direction of Kr ions.

Cascade overlap is simulated by introducing elliptical cascades into the SiC matrix at random positions. A lattice point in the 3D matrix is considered to belong to an amorphous region after more than 112 cascades take place at that point. After irradiation, the sample matrix is projected onto the plane perpendicular to the incident beam as in HRTEM. An important parameter in making a projected image is the minimum amorphous volume fraction, $x_{am}$, in the 3D structure that is necessary for the 2D domains to appear as “amorphous” in the HRTEM images. Based on a series of image calculations using multislice method, Miller et al. [29] found that a sample could be up to thirty percent amorphous before the lattice periodicity in the HRTEM image was disrupted, and that a complete loss of lattice fringes occurred when the crystalline volume fraction dropped below twenty percent. Based on these findings, we choose $x_{am}=80\%$. Fig. 8 shows the final morphology generated for samples irradiated with Kr$^{3+}$ up to half of the dose to amorphization (0.675 dpa). The irregular shape of amorphous regions and the winding c/a
boundaries in the simulated morphologies agree well with the experimental results shown in Fig. 5 and Fig. 7. Variation of $x_{am}$ between 70% to 90% only affects the area ratio of amorphous to crystalline regions, not the qualitative features of the c/a boundaries. These simulations show that cascade overlap is the governing mechanism for amorphization under Kr$^{2+}$ irradiation. Combined with 2D projection, cascade overlap is responsible for the observed dendrite-like c/a morphology. With this understanding, we investigated previously published HRTEM images of irradiated SiC and found similar morphologies in images reported by Cabrero et al. of the partially amorphous region just before the damage peak in 3C SiC irradiated by 76 MeV Kr ions [5]. Although the nature and origins of the morphologies were not discussed in that reference, we believe they are due to similar processes as seen in the present work. In fact, at the depth where their HRTEM image was taken (about 8 μm from the irradiated surface), the electronic interactions and nuclear interactions between incident ions and target materials are about the same. Interestingly, according to SRIM calculation, it means that the kinetic energy of the Kr ions has decreased to about 1 MeV at that depth, which is comparable to the Kr energy used in our study.

3.2 Grain boundary effect on local amorphization ratio

Comparison of the c/a morphology at the GBs (Figs. 7b and 7e) and within grain interiors (Figs. 7a, 7c, 7d, and 7f) shows qualitatively that the amorphous domains are concentrated near the GB into a band of higher amorphization fraction. More quantitatively, the area fractions of amorphous domains in HRTEM images near and far from four different GBs are summarized in Table 2. The first and third columns contain values from images on both sides of the GB, and the second column shows the amorphization fraction from images that contain a GB. For locations 3 and 4, three images were taken at nearby positions for the same grain or GB, so the table reports the mean and standard deviation of amorphization fractions for the three images. Images containing a GB always have a higher amorphization fraction than those within the grain interiors, implying that GBs increase the rate of amorphization in their vicinity. This phenomenon can be seen more clearly from the local amorphization fraction of narrow strips parallel to the GB. Fig. 9 shows the amorphization fraction within a 3 nm wide strip, $\Phi_{am}$, as a function of the strip’s position in each HRTEM image. In Fig. 9b, the peak value of $\Phi_{am}$ is nearly 80% right at the GB and $\Phi_{am}$ gradually decreases on both sides. Similar data for the grain interior shows no such peak or gradient (Figs. 9a and 9c). The $\Phi_{am}$ profiles indicate that the enhancing effect of GBs on the amorphization process is highly localized. At approximately 15 – 25 nm away from GB, $\Phi_{am}$ has already decreased close to the average amorphization fractions of grain interiors on both sides. It should be emphasized that the “amorphization fraction” here refers to area fraction of amorphous domains, not the volume amorphization fraction in a 3D sample. As demonstrated in Ref. [29], the relationship between area fraction and volume fraction is monotonic but not linear. In addition, the exact area fraction value
also depends on the criterion defining the “amorphous domains” (e.g., the parameter $\eta_a$). Therefore it would be difficult to determine quantitatively the volume amorphization fraction simply based on the 2D projections. However, the key point is that all the images from different locations on the sample show the same trend, as long as the same image processing method is applied. Therefore the local enhancement of amorphization by a GB is a real phenomenon, rather than an artifact introduced by the image processing.

The locally enhanced amorphization due to GBs seems contradictory given that GBs typically act as defect sinks. In fact, depleted zones of defects are often observed near GBs in metals [30]. There are several possible explanations for the unexpected effect of the GBs. First, the GBs might increase the defect production rate/survival efficiency and therefore more defects would appear near GBs. This effect has been studied by MD simulations of radiation damage in SiC bicrystals with both low angle and high angle GBs [31, 32]. It was found that defect production in GB regions was increased because the local disorder lowered the threshold displacement energies. However, the GB width (estimated to be about 4.92 Å in Ref. [31]) is much narrower than the affected region shown in our HRTEM images (about 15-25 nm). For defect production in crystalline regions adjacent to GBs, it was demonstrated that the defect production was largely unaffected by the presence of a GB and was independent of the GB type. Therefore the first hypothesis cannot explain the locally enhanced amorphization near GBs. A second possibility is that the amorphous phase might nucleate at the GBs and then grow into the grain. If this mechanism was dominant, a continuous amorphous band extending from the GB plane into grains on both sides of the GB would be expected. However, such bands are not found in the HRTEM images. Instead, amorphous domains can be seen as more networked along the GB as shown in Fig. 7e. Also, the amorphization fraction gradually decreases from the highest value at the GB to a lower value in the grain interior (Fig. 9b). Thus the nucleation and growth of the amorphous phase at the GBs cannot explain the locally enhanced amorphization.

The third possible explanation is interstitial starvation, which results from the high-energy barrier for recombination of C Frenkel pairs and the different diffusivities of self-interstitials and vacancies [25]. After initial intracascade recombination, the surviving radiation-induced interstitials and vacancies can be annihilated either by migrating to defect sinks, or by defect recombination. According to ab initio calculations [25, 33], the barrier for a C interstitial and vacancy to recombine is as high as 0.90 eV. Therefore this recombination reaction is not activated in our irradiation experiment and annihilation at defect sinks (e.g., GBs) becomes the dominant process in healing C point defects. Meanwhile, the migration barrier for C interstitials is much smaller (0.60 eV) than for C vacancies (3.66 eV). GBs are sinks for mobile C interstitials but not for immobile vacancies at the experimental temperature of 100 °C. The imbalance between the annihilation of C vacancies and interstitials results in an excess of vacancies near GBs. The excess vacancies accumulate as the irradiation continues and drive the regions adjacent to
the GBs into the amorphous phase. The gradient of the vacancy density causes a gradient in the amorphization fraction as a function of distance from the GB. The interstitial starvation mechanism has been theoretically predicted by rate theory calculations in SiC [25], and a similar effect in Si was also observed experimentally by Atwater et al. [34]. However, to our best knowledge, no experimental evidence for interstitial starvation phenomenon has been previously reported in SiC.

A simplified rate theory calculation is conducted here to demonstrate that interstitial starvation explains the $\Phi_{am}$ peak and gradient we observe. The one-dimension rate theory model is described by [25]

$$\frac{dc_i(x,t)}{dt} = D_i \nabla^2 c_i(x,t) + G - Rc_i(x,t)c_v(x,t)$$  \hspace{1cm} (1)

$$\frac{dc_v(x,t)}{dt} = D_v \nabla^2 c_v(x,t) + G - Rc_i(x,t)c_v(x,t)$$  \hspace{1cm} (2)

Here subscripts $i$ and $v$ stand for interstitial and vacancy, respectively, and $c(x,t)$ is the defect concentration at irradiation time $t$ at position $x$ in the grain. Four kinds of point defect, interstitials and vacancies of Si and C, are considered so there are four partial differential equations in total. $G$ stands for defect generation rate, which is defined as

$$G = \Gamma \eta a_n$$  \hspace{1cm} (3)

$\Gamma$ is the dose rate, which is $6.48 \times 10^{-4}$ dpa/s in the in-situ Kr$^{2+}$ irradiation. $\eta$ is the intracascade recombination rate (set to 0.8) and $a_n$ is the generation fraction of defect of type $n$. $R$ stands for the reaction rate of vacancy-interstitial recombination, which has the general form [35, 36]

$$R = 4\pi r_c(D_i + D_v) \exp\left(\frac{E_{m}^{fast} - E_r}{k_BT}\right) \text{ for } E_m \gg E_r$$  \hspace{1cm} (4)

$$R = 4\pi r_c(D_i + D_v) \exp\left(\frac{E_{m}^{fast} - E_r}{k_BT}\right) \text{ for } E_m \approx or < E_r$$  \hspace{1cm} (5)

In equations (4) and (5) $r_c$ is the recombination reaction radius, $E_r$ is the reaction energy barrier, $E_m$ is the migration barrier and $E_m^{fast}$ is the migration barrier for the faster defect of the two defects participating in the recombination reaction. The parameter values used in this calculation are summarized in table 3, all of which are taken from Refs. [25] and [33]. To be consistent with experimental conditions, the grain size is assumed to be 1 µm and the irradiation is performed over 1040 seconds (which corresponds to 0.675 dpa). As boundary conditions, the defect concentrations at GBs are set equal to zero throughout the entire calculation. The initial interstitial and vacancy concentrations are assumed to be zero as well. We use the excess energy $\Delta E$ as a function of the calculated defect concentration to estimate of the degree of amorphization. $\Delta E$ is the sum of extra energy contributions from all four kinds of point defects to the system

$$\Delta E = \sum \Delta E_x c_x$$  \hspace{1cm} (6)

In equation (6), $\Delta E_x$ is the energy gained by introducing one point defect and $x$ stands for interstitial or vacancy of either C or Si. The values of $\Delta E_x$ are obtained from Ref. [25] and summarized in Table 3. In
the model the sample is regarded as completely amorphous when $\Delta E$ equals the energy difference between the amorphous and crystalline phase ($\Delta E_{am}$). We choose $\Delta E_{am} = 0.6$ eV/atom based on previous MD simulations [37].

Fig. 10 shows $\Delta E$ as a function of position in a 1 µm grain. In the middle region of the grain, $\Delta E$ is low (less than 0.1 eV) because of the mutual recombination of interstitials and vacancies. $\Delta E$ increases sharply close to GBs since a significant fraction of interstitials diffuse to the GB and leave behind copious unrecombined vacancies. As shown in the inset of Fig. 10, the conditions $\Delta E = \Delta E_{am}$ is met at about 6 nm from a GB, and $\Delta E = 0.5 \Delta E_{am}$ occurs at about 22 nm. The distribution of $\Delta E$ implies that interstitial starvation could produce an affected region tens of nanometers wide, similar to the width observed in our experiments (Fig. 9b). It is worth pointing out that the high-energy barrier for C Frenkel pair recombination ($E_r=0.90$ eV) plays a critical role in determining the size of the affected region. If we assume there is no barrier for the recombination, then $\Delta E = 0.5 \Delta E_{am}$ would occur at the distance of only about 0.3 nm from a GB, which means that without recombination barriers there would be no interstitial starvation. One should of course keep in mind that the exact size of the affected region by interstitial starvation may change due to the uncertainties of the parameters in the model (defect diffusivity, reaction barriers, etc.) and in the experiments. Nevertheless this calculation shows that interstitial starvation can produce effects on the scale of the experimentally observed peak and gradient of amorphization fraction near a GB.

5. Additional Discussion and Conclusions

Understanding gained from our study has important implications for the question regarding whether refining the grain size to nanometer scale will improve the resistance of SiC to RIA. Previous experiments found that the same nc SiC exhibited a superior resistance compared to microcrystalline or single crystal SiC when irradiated with 1.25 MeV electrons and 2 MeV Si ions, but inferior resistance when irradiated with 1 MeV Kr ions [16, 17, 21]. Current explanations for the performance discrepancy are mostly focused on the material microstructures. Increased resistance to RIA has been attributed to the higher volume fraction of GBs acting as defect sinks. Decreased resistance to RIA has been attributed to the high GB fraction increasing the free energy of the material, which makes the system less stable and more susceptible to amorphization. Although these arguments are perhaps valid, they are insufficient to explain the different behaviors of the same nanocrystalline materials under different irradiation conditions. The coupling between different amorphization mechanisms and the material microstructures demonstrated here helps shed light on this mystery. Due to their light mass, electrons are only able to generate isolated Frenkel pairs. These point defects migrate, accumulate and finally lead to amorphization. For this type of amorphization process, defect annihilation at GBs becomes more efficient when the grain size is smaller.
(because of a larger volume fraction of GBs) and this is the dominant factor in improving the material resistance. However, as revealed by the HRTEM images and morphology simulations in this study, cascade overlap is the governing amorphization mechanism for heavy ion irradiation, such as Kr. Within the highly disordered region, or displacement cascade, there are both point defects and a large number of defect clusters. These defect clusters are very stable and much less mobile than point defects, which make it difficult for the clusters to be annihilated at GBs. Light ions, like Si, are less effective in transferring kinetic energy to PKAs due to their lower mass. As mentioned earlier, low energy PKAs tend to produce dispersed point defects rather than concentrated displacement cascades, so amorphization by light ions may be driven more by defect accumulation, which is similar to the case for electrons. In addition to the different amorphization mechanisms, interstitial starvation may also play a substantial role in determining the RIA resistance of nc SiC by enhancing the local amorphization process near GB. This effect is probably negligible for materials with large grains (because it is limited to the regime of about 20 nm on either side of the GB), but it would become significantly more important when the grain size is refined. GBs suppress RIA (increase resistance) because they act as sinks for point defects, but also facilitate the amorphization process because of the interstitial starvation. A balance of the two competing effects could lead to an intermediate grain size that maximizes the radiation resistance of SiC.

In summary, the amorphization mechanism in SiC with Kr ion irradiation is investigated by both HRTEM and coarse-grained simulation methods. It is demonstrated that the unique morphology of the partially amorphous sample results from the overlap of displacement cascades, which is the governing amorphization mechanism under heavy ion irradiation. The different amorphization mechanisms may help explain different behaviors of nc SiC irradiated with different irradiation species. By comparing local amorphization fractions near GBs and in grain interior, the interstitial starvation phenomenon is identified, which might become a considerable deteriorating effect for nanocrystalline SiC when the grain size is small enough.
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Figure 1 HRTEM images of (a) unirradiated 3C-SiC sample (b) sample received half of the dose to amorphization. Insets at the right corner of each image represent selected area diffraction patterns (SADP) for the perspective sample.
Figure 2 Fourier filtering of the HRTEM images: (a) Original image, (b) FFT, (c) Crystalline spots preserved by using a mask, (d) inverse FFT.
Figure 3(a) Part of the Fourier filtered image (Fig. 2d) showing the positions of an amorphous square (labeled B) and a crystalline square (labeled C). Intensity histogram of (b) the amorphous square B and (c) the crystalline square C.
Figure 4 (Color online) Histogram of intensity standard deviation values of small squares. Blue dots are experimental values. Green line is the fitted amorphous Gaussian and red line is the fitted crystalline Gaussian. Black line is the sum of two Gaussians.
**Figure 5** Comparison of c/a morphologies in (a) the original HRTEM image with hand-drawn boundaries and (b) the image after processing. In (a) the c/a boundaries are shown as white dashed lines. In (b) white and black domains are crystalline and amorphous regions, respectively. The two images have the same magnification.
Figure 6 (a) Bright field image showing locations of the HRTEM images (marked as squares) with respect to a GB (marked as dotted line). Vector $b$ indicates the nearest low-index zone of each grain. (b) SADP of grain A and (c) SADP of grain B.
Figure 7 (a-c) Original HRTEM images. (d-f) Corresponding images of the c/a morphologies from automated processing. In (d-f), white and black domains are crystalline and amorphous regions, respectively. All panels have the same magnification. These images correspond to the regions designated by white squares in Fig. 6. A larger version of these HRTEM images with clear lattice fringes can be found in Fig. S1 in supplementary materials.
Figure 8 c/a morphology simulated using a coarse-grained model. White and black colors represent crystalline and amorphous regions, respectively. Simulations correspond to experimental conditions of 1 MeV Kr$^{2+}$ irradiation with fluence=6.5×10$^{14}$ ions/cm$^2$. 
Figure 9 Local amorphous area fraction ($\Phi_{am}$) in 3 nm strips as a function of the strip position (x) in HRTEM images. The position of the GB in (b) is marked by an arrow. Horizontal dotted lines in (a) and (c) indicate the average amorphization ratio in HRTEM images of grain A and B.
Figure 10 Excess energy $\Delta E$ as a function of position within a 1 $\mu$m grain. GBs are located at $x=0$ nm and 1000 nm. In the inset we show a magnification of the left part of the curve in order to clearly show the position where $\Delta E = \Delta E_{am} = 0.6$ eV/atom and $\Delta E = 0.5 \Delta E_{am} = 0.3$ eV/atom.
Table 1 Number and energy distribution of PKAs generated by 1 MeV Kr$^{2+}$ in a 50 nm-thick SiC

<table>
<thead>
<tr>
<th>PKA energy</th>
<th>PKA number</th>
<th>Fraction of PKAs</th>
</tr>
</thead>
<tbody>
<tr>
<td>In total</td>
<td>333,764</td>
<td>100.00%</td>
</tr>
<tr>
<td>0 keV - 1 keV</td>
<td>274,786</td>
<td>82.33%</td>
</tr>
<tr>
<td>1 keV - 10 keV</td>
<td>46,796</td>
<td>14.02%</td>
</tr>
<tr>
<td>10 keV - 50 keV</td>
<td>9,134</td>
<td>2.74%</td>
</tr>
<tr>
<td>&gt; 50 keV</td>
<td>3,048</td>
<td>0.91%</td>
</tr>
</tbody>
</table>
Table 2 Comparison of the areal amorphization fraction in HRTEM images with and without GB. Uncertainties for location 3 and 4 are the standard deviation over three nearby images.

<table>
<thead>
<tr>
<th>Location</th>
<th>Grain A</th>
<th>GB</th>
<th>Grain B</th>
<th>Grain Orientation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location 1</td>
<td>53%</td>
<td>64%</td>
<td>52%</td>
<td>[011] // [112]</td>
</tr>
<tr>
<td>Location 2</td>
<td>55%</td>
<td>66%</td>
<td>59%</td>
<td>[011] // [011]</td>
</tr>
<tr>
<td>Location 3</td>
<td>53±1%</td>
<td>62±2%</td>
<td>51±1%</td>
<td>[011] // [011]</td>
</tr>
<tr>
<td>Location 4</td>
<td>51±1%</td>
<td>62±1%</td>
<td>50±5%</td>
<td>[111] // [112]</td>
</tr>
</tbody>
</table>
Table 3 Parameter values used in the rate theory calculations (from Ref. [25, 36]). “I” stands for interstitial and “V” stands for vacancy.

<table>
<thead>
<tr>
<th></th>
<th>D / cm$^2$/s</th>
<th>$E_m$/eV</th>
<th>$\Delta E_x$/eV</th>
<th>$a_n$</th>
<th>$E_r$/eV</th>
<th>$r_c$/nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si, I</td>
<td>$2.08 \times 10^{-14}$</td>
<td>0.83</td>
<td>8.745</td>
<td>0.075</td>
<td>0.03</td>
<td>0.63</td>
</tr>
<tr>
<td>Si, V</td>
<td>$2.70 \times 10^{-36}$</td>
<td>2.40</td>
<td>4.966</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C, I</td>
<td>$1.09 \times 10^{-12}$</td>
<td>0.60</td>
<td>6.953</td>
<td>0.435</td>
<td>0.90</td>
<td>0.21</td>
</tr>
<tr>
<td>C,V</td>
<td>$2.47 \times 10^{-53}$</td>
<td>3.66</td>
<td>4.193</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>